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Abstract

This paper presents a technique to enhance a kinematically con-
trolled virtual character with a generic class of dynamic responses
to small perturbations. Given an input motion sequence, our tech-
nique can synthesize reactive motion to arbitrary external forces
with a specific style customized to the input motion. Our method
re-parameterizes the motion degrees of freedom based on joint ac-
tuations in the input motion. By only enforcing the equations of
motion in the less actuated coordinates, our approach can create
physically responsive motion based on kinematic pose control with-
out explicitly computing the joint actuations. We demonstrate the
simplicity and robustness of our technique by showing a variety of
examples generated with the same set of parameters. Our formu-
lation focuses on the type of perturbations that significantly disrupt
the upper body poses and dynamics, but have limited effect on the
whole-body balance state.
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1 Introduction

Creating virtual characters that realistically respond to physical
perturbations in an interactive environment remains a challenging
problem. Physics-based approaches generate motions consistent
with the simulated environment, but are inherently difficult to de-
sign and tune to produce realistic motion across a wide variety of
scenarios. For many interactive applications, such as video games,
a simpler and more widely used approach is to kinematically con-
trol a character but mimic her dynamic reactions by playing back a
pre-scripted motion in response to predefined stimuli. The respon-
siveness of a character thus largely depends on the quality and scope
of the pre-scripted motions and the types of interactions allowed.
Consequently, most applications only focus on perturbations that
have a large impact on the character since it is virtually impossible
to predefine all possible perturbations and animated responses.

In contrast to large perturbations that often force the character to
re-plan her high-level behaviors or interfere with the balance state,
the character is more likely to encounter small perturbations that
disrupt motion patterns momentarily but do not change the course
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Figure 1: Left: Responding to a moving platform. Right: Avoiding
obstacles in the environment

of her current action. This paper describes a technique that en-
hances a kinematically controlled character with a generic class of
dynamic responses to small-scale perturbations (Figure 1). Given
an input motion, our technique can synthesize motions responding
to external forces in arbitrary directions on different body parts at
any moment in time, without additional data or any modification
to the underlying motion synthesis engine. Although we focus on
small-scale perturbations that mainly affect the upper body motion,
our technique can be integrated seamlessly with any technique that
produces balanced lower body motion in the presence of large per-
turbations.

Our approach is motivated by the observation that less-controlled
joint degrees of freedom (DOFs) are usually more compliant when
perturbed. If we are able to identify those compliant DOFs, we can
apply a hybrid method that only considers dynamics in the com-
pliant DOFs and kinematically controls the rest of the character.
Instead of determining these DOFs by heuristics and hand-tuning
their physical parameters, we use Principle Component Analysis
(PCA) to define a new set of coordinates, ranked by the level of joint
actuations in the input motion. Our method provides a more princi-
pled way to identify the less actuated coordinates (corresponding to
eigenvalues close to zero) specific to each input motion sequence.
We denote those DOFs as near-unactuated coordinates.

To synthesize the input motion under perturbations, we enforce the
dynamic equations of motion only in the near-unactuated coordi-
nates while kinematically maintaining the original joint trajecto-
ries. Because the near-unactuated coordinates use very little in-
ternal torques in the input motion, enforcing the dynamic equa-
tions with zero internal actuation does not visually modify the in-
put motion when there is no external perturbation. When the char-
acter is perturbed, however, the near-unactuated coordinates will
compliantly react to the external force while the actuated coordi-
nates will attempt to maintain the input joint positions. Because
the lower body motion is typically less compliant and the internal
joint torques cannot be obtained without accurate measure of con-
tact forces, our technique only considers the dynamics of the upper
body motion. We modify the lower body motion with a simple
kinematic method based on the perturbation force.

Enforcing dynamic constraints in the near-unactuated coordinates
leads to two main advantages. First, the responsive motion varies
due to different activities, styles, and individuals. This is because
each motion and perturbation results in a unique response based on
the specific joint torque usage in the input motion. Second, our for-



mulation bypasses the problem of active body control. The gener-
alized coordinates in our parameterization are not aligned with the
mechanical joint space, but rather aligned with a more meaningful
actuation space derived from the input motion. By choosing the
appropriate coordinates to enforce the equations of motion, our ap-
proach can create physically responsive motion based on kinematic
pose control without explicitly computing the joint actuations. In
practice, our technique can be adapted transparently to any kine-
matically controlled framework without the aid of a forward simu-
lator or additional motion data.

We demonstrate the simplicity and robustness of our approach by
showing a wide range of input motions with arbitrary perturbations.
Our results show that realistic recovery motion emerges as a conse-
quence of the interaction of the kinematic and the dynamic control.
For example, the character sticks her arms out to recover from a
large push. We believe this behavior is due to the fact that the ob-
jective function must pull the joints back to the original trajectories
without using any internal torques in the near-unactuated coordi-
nates.

2 Related work

Synthesizing responsive character animation is an important re-
search topic with a broad range of applications. Researchers have
explored different approaches to building physics-based controllers
guided by kinematically specified motion data. Various tracking
controllers have been applied to produce responsive movements un-
der physical perturbations, including upper body motions [Zordan
and Hodgins 2002; Yin et al. 2003], manipulation tasks [Abe and
Popović 2006], standing motions [Kokkevis et al. 1996; Abe et al.
2007] or cyclic biped motions [Sok et al. 2007; Yin et al. 2007].
With the proper physical parameters for the controllers, these meth-
ods can generate realistic reactive motions consistent with the sim-
ulated virtual world. However, many of these methods require fine
tuning of physical parameters or expensive pre-computation spe-
cific to the target motion and skeletal model. da Silva et al. [2008]
introduced a systematic method to derive a balance controller tai-
lored to the input motion, reducing the effort on parameter tun-
ing. Our method also produces responsive motion that preserves
the “style” of the input motion. However, our approach does not
involve any active body control, thereby no physical parameter tun-
ing is required. Furthermore, we focus on the type of perturbations
that significantly disrupt the upper body poses and dynamics, but
have limited effect on the whole-body balance.

Kinematically controlled character animation is more preferable in
many online applications because it is easier to implement and pro-
vides precise user controllability. To create dynamic responses un-
der external impacts, Komura et al. [2004; 2005] directly changed
the motion with respect to the change of momentum of a biped
motion. Oshita and Makinouchi [2001] modified the joint accelera-
tion based on dynamic control of balance and comfort. To combine
the advantages of kinematics motion and the physical simulation,
many researchers have also proposed the idea of switching between
dynamic simulation and motion capture data whenever necessary
[Zordan et al. 2005; Shapiro et al. 2003; Mandel 2004]. In particu-
lar, Zordan et al. proposed a framework that uses minimal simula-
tion interval after the impact and relies on the motion capture alone
when perturbations are not presented. Our method also takes a hy-
brid approach to synthesis of responsive motions. However, instead
of dividing the kinematic and dynamic control in the time domain,
we divide them spatially in a transformed space, spanned by a set
of basis representing the joint actuation in the original motion.

Directly applying motion capture data produces natural human mo-
tions with rich details. Many techniques have successfully demon-

strated that pre-recorded data can be adapted to new situations in
response to online user control [Treuille et al. 2007; McCann and
Pollard 2007; Cooper et al. 2007; Shin and Oh 2006]. A few meth-
ods extended data-driven approaches to synthesizing responsive
motions, such as balance recovery against external forces [Arikan
et al. 2005; Yin et al. 2005]. These methods collect a set of specific
interactions in advance, and procedurally generate small deforma-
tions from the recorded motions to respond to predefined user inter-
actions. Our method synthesizes responsive motions via dynamic
constraints instead of motion blending, thereby completely remov-
ing the dependency on a motion database. Moreover, we allow for
direct kinematics control with additional objectives.

PCA has been frequently used to process motion data for appli-
cations in computer graphics, robotics, and computer vision. In
computer animation, PCA is typically used to reduce the dimen-
sionality of the configuration space for motion blending, recogni-
tion, or modeling [Brand and Hertzmann 2000; Jenkins and Matarić
2002; Safonova et al. 2004; Barbic et al. 2004; Chai and Hodgins
2007]. Biomechanics researchers have applied dimension reduc-
tion techniques to the muscle activation data measured from behav-
ioral experiments [Tresch et al. 2006; Ting 2007; Alexandrov et al.
2005]. Ting suggested that a limited set of muscle synergies, de-
fined as low-dimensional modules formed by muscles activated in
synchrony, are used to control the center of mass after postural per-
turbations. Our method is inspired by Ting’s work in that we formu-
late the dynamic equations in the space of muscle synergies, rather
than the space of joint configurations. However, we do not use PCA
as a tool for dimension reduction. We only apply PCA for identi-
fying the principle components corresponding to lower eigenvalues
because these principle components represent the dimensions of the
motion where active body control does not play an important role.

3 Overview of approach

Our entire algorithm can be described in three simple steps.

1. Given an input motion sequence M, apply the inverse dynam-
ics method to obtain the internal joint torques U on the upper
body.

2. Apply PCA on U to obtain a set of eigenvectors E. Define a
set of near-unactuated coordinates Ê as a subset of E with k
smallest corresponding eigenvalues.

3. Formulate a constrained optimization at each frame to solve
for a pose that satisfies the equations of motion in Ê, while
maintaining the original motion M.

4 Implementation

We represent the character’s skeleton as a transformation hierarchy
of 18 body nodes with 24 DOFs on the upper body, qu, and 12
DOFs on the lower body, ql . The global translation and orientation
are represented by six DOFs, qr, at the root of the hierarchy.

4.1 Preprocessing

In the preprocessing step, we perform the inverse dynamics method
and PCA on the input motion to identify the near-unactuated coor-
dinates. One cycle from the input motion is manually selected for
preprocessing.

To compute the joint torques of the input motion, we express La-
grange’s equation of motion at each joint DOF q j as:

d

dt

∂L

∂ q̇ j
−

∂L

∂q j
= u j +JT

j f (1)



where L is the Lagrangian of the dynamic system, u j is the internal

torque in q j , and J j is the jth column of Jacobian matrix J which
projects the external force f onto q j. In the absence of external
forces applied on the upper body, we use Equation (1) to solve for
the internal joint torques un on the upper body at each frame n,
forming a joint torque basis U = [u1,u2, · · · ,uN ] ∈ ℜ24×N , where
N is the number of frames in the selected input motion cycle.

Performing PCA on U yields eigenvectors E = [e1,e2, · · · ,e24],
ranked from the largest corresponding eigenvalue to the smallest.
We divide E into two sets, E = [Ě Ê]: Ě contains the first 24− k

eigenvectors and Ê contains the rest of the eigenvectors with k
smallest corresponding eigenvalues. We then define Ê as the set
of near-unactuated coordinates. In our implementation, k is set to
10 for all the examples except for the Tai Chi motion.

4.2 Optimization

We discretize time domain into intervals of ∆t = 1/60s as in the
input motion. At each time step, we solve for upper body joint an-
gles qu of the next interval n + 1 by formulating a constrained op-
timization. We use dynamic constraints CD to ensure that the near-
unactuated coordinates have zero internal actuation at all times.

CD ≡ ÊT un(q, q̇, q̈, f) = 0 (2)

where the internal joint torques on the upper body u, computed via
Equation (1), are expressed as a function of q, q̇, q̈ and f. Backward

differencing is used to compute the joint velocity: q̇n ≡ 1
∆t (q

n −

qn−1). Joint acceleration is computed by central differencing as:

q̈n ≡ 1

∆t2 (qn+1 − 2qn + qn−1). If there is no perturbation (f = 0),

the original motion is close to satisfying CD. When a perturbation
occurs (f 6= 0), however, the character must adjust her motion to
maintain CD = 0.

We use a spring-like objective to track the input motion M =
(m1,m2 · · · ,mN) and a damping objective to model the dissipation
in the dynamic system:

Gp = qn+1
u −mn+1

u (3)

Gv =
1

∆t
(qn+1

u −qn
u) (4)

When human is perturbed unexpectedly, there is typically a delay
between the perturbation and muscle activation due to the latency in
sensory feedback [Miall et al. 1985; Georgopoulos et al. 1981]. The
delay on arm movement due to the visual sensory feedback usually
ranges from 150-250 ms. We incorporate this delay by minimizing
the torque change for 200 ms after the perturbation in the highly
actuated coordinates Ě.

Gu =
1

∆t
ĚT (un −un−1) (5)

In summary, we formulate the following optimization at each time
step to solve for upper body motion:

argmin
qn+1

u

‖w1 ∗Gp‖+‖w2 ∗Gv‖+‖w3 ∗Gu‖ subject to CD = 0

(6)
where operator ∗ denotes the element-wise multiplication of two
vectors. In all our experiments, we set every element of w1 to 200,
the three elements of w2 corresponding to the spine ball joint DOFs
to 30, and the rest of the elements in w2 to 10. All the elements in
w3 are set to 1

30 at the time of the perturbation and then smoothly
decreased to zero in 200 ms. These weights are chosen such that

they scale the objectivs to a comparable level as well reflect their
relative importance. The values do not depend on the input motion
or the skeletal model.

4.3 Synthesis of lower body motion

Although our method focuses on the upper body response, we for-
mulate a simple computation for the root and lower body motion
when the character is perturbed. Since our method does not model
the ground contact and friction forces, the impact of the perturba-
tion on the root can simply be modeled as an impulse, proportional
to the external force f:

q̇n+1
r = q̇n

r +
∆t

m
JT

r f (7)

where m is the total mass of the character and Jr consists of the
columns of J corresponding to qr. If the root movement causes
footskating or penetration of the ground, we apply a simple inverse
kinematics method on the lower body to fix the foot contacts.

5 Results

We applied our method to a variety of cyclic motions with different
styles performed by different subjects. One complete cycle of each
motion is sufficient to compute the near-unacutated coordinates for
the upper body. The simulation runs at 20 frames per second on
a single core of a 2.8 GHz Intel Core 2 Duo processor. We use
SNOPT [Gill et al. 1996] to solve the optimization problem at each
time step.

Our results reveal that dynamic constraints in the near-unactuated
coordinates produce compliant responses to unexpected perturba-
tions and coordinated recovery motions customized to the input
motion. All the examples were generated using an identical set
of weights described in Section 4. Experiments show that a wide
range of weights produce similar results. Please see the supplemen-
tal video for all the examples described below.

Eigenvector analysis To demonstrate the importance of the joint
actuation space, we conducted several experiments of a normal
walk with different choices of coordinates in which dynamic con-
straints are enforced. We first simulated the same input motion with
different values of k, the number of dynamic constraints in the near-
unactuated coordinates. The character appears more responsive as
the number of dynamic constraints increases. However, the char-
acter is not able to completely recover from a perturbation when
there are more than 12 dynamic constraints. When the number of
dynamic constraints increases to 16, the character simply fails to
track the input motion. The second experiment simulated the mo-
tion with dynamic constraints in the coordinates corresponding to
higher eigenvalues. The result shows that the character is not able
to maintain the original motion without actuations in those coordi-
nates.

(a) head (b) left shoulder (c) right arm

Figure 2: Perturbations (indicated by red arrows) on different body
parts



Perturbation Our first experiment applied the same external
force on different body parts of a 1.7m, 80kg male character during
different phases of a normal walking sequence. The results show
that the same push incurs a larger response during the single sup-
port than the double support. Moreover, the character exhibits more
stability when the push is applied on the same side of the supporting
leg. When pushed on the arms, the character reacts more compli-
antly than when pushed on the head or shoulder (Figure 2). The
second experiment tested the effect of different external forces di-
rections. The character has a harder time recovering from a back-
ward push than a forward one, indicating that his torso actuation is
asymmetric along the sagittal direction. In addition to producing
highly coordinated reactions, our method also preserves individual
styles. We demonstrated that the large-scale arm movement of a
female character (1.5m, 40kg) is preserved in her reactive motions.
We scaled the magnitude of the external forces proportionally to the
female subject’s weight.

Our method also allows the user to interact with the character by
perturbing the root movement. To illustrate this, we simulated the
reaction of the character stepping on a fast moving platform. As
the root accelerates abruptly, the character’s upper body reacts pas-
sively and gradually recovers to the original motion pattern.

(a) forward walk (b) backward walk (c) sneaky walk

Figure 3: Different styles recovering from a backward push

Style The coordinates in the actuation space encode muscle us-
age and coordination specific to the input motion. Consequently,
each motion sequence reacts to the unexpected perturbations with
a unique style. We applied the same set of external forces to nor-
mal walk, backward walk, and sneaky walk performed by the same
male character (Figure 3). In comparison to other motions, the nor-
mal walk exhibits higher coordination among the upper body as it
counteracts the disturbance using the torso and both arms simul-
taneously. The backward walking motion exhibits higher stability
against a forward push but responses compliantly to a backward
push. In the sneaky walk, the character maintains a more stable
posture with the center of mass position lower than other motions.
The results show that the same amount of force induces smaller
responses on a sneaky walk.

To compare the actuation among styles of individuals, we extracted
the near unactuated coordinates of one individual performing a nor-
mal walk, and applied them to simulate another individual’s normal
walk under perturbations. The results show that plausible reactive
motions can be generated only when the two individuals have sim-
ilar weight and height. We also conducted similar experiments for
different action styles. The actuation of a sneaky walk reproduces
a normal walk faithfully without disturbances, but generates unre-
alistic response when perturbed.

Additional objectives Our formulation allows the animator to
include additional objectives to enforce kinematic properties of the
input motion. For example, we captured a walking sequence with
the subject holding a cup in his right hand. During motion synthe-
sis, an additional objective was added to keep the cup in an upright
orientation. The asymmetrical muscle usage in the left and the right

arms results in many interesting behaviors. When the character is
pushed on the right arm, he maintains the orientation of the cup by
rotating his torso to compensate for the movement of his right arm.
In contrast, when the left arm is pushed by the same force, he stiff-
ens his torso to reduce its movement and the impact on the right
arm.

Similarly, we added an objective that repels the character from the
obstacles in the environment. If the character fails to completely
avoid the obstacles, an external force is applied at the site of colli-
sion.

Non-locomotion Our method also works on other periodic mo-
tions such as Tai Chi forms. Although the Tai Chi motion requires
higher overall internal torques than other locomotion sequences
(k = 5), the highly actuated coordinates mostly lie on the frontal
plane. Moreover, the torque usage of arms in the Tai Chi motion
are highly correlated. As a result, the character reacts to perturba-
tions on the sagittal plane with both arms moving fluidly.

6 Conclusion

We have presented a technique that synthesizes a generic class of
dynamic responses to small-scale perturbations. By enforcing the
dynamic constraints in the actuation space, the virtual character re-
sponds to arbitrary unexpected perturbations in a specific style en-
coded in the input motion. We have demonstrated the simplicity
and robustness of our technique by showing a variety of examples
generated with the same set of parameters. Our method can be read-
ily augmented to any kinematic technique for character animation,
such as motion graphs or motion blending, without modification to
the existing implementation nor additional data.

The main assumption of our approach is that only a small set of co-
ordinated muscle groups are activated for performing rhythmic mo-
tion. Biomechanics researchers have also hypothesized that postu-
ral responses under perturbations can be activated by a few muscle
synergies [Torres-Oviedo and Ting 2007]. Our results suggest that
the same muscle synergies used for the input motion can also pro-
duce reasonable recovery motion from a small perturbation, thereby
lending support to the hypothesis of muscle synergies as build-
ing blocks for constructing motor output patterns. However, our
method is not as robust against steady perturbations. It is not clear
whether the human body will switch to different muscle synergies
when presented with sustained disturbances.

Our technique focuses only on the upper body response and is not
suitable for large perturbations that incur the loss of balance or
changes of high-level behaviors. We anticipate that the technique
can be applied to the whole body motion if we can accurately mea-
sure the ground contact forces. One possibility is to estimate the
ground contact forces from motion capture data using the method
described by Liu et al. [2005]. Another promising future direction
is to combine our technique with sophisticated balance controllers
that determine the lower body and root movements [da Silva et al.
2008; Yin et al. 2007].

Our approach uses inverse dynamics methods and principle com-
ponent analysis, both of which are known to be sensitive to input
noise. Fortunately, our method does not directly apply the com-
puted torques to simulate motion but only uses them to derive the
eigenbasis of the input activity. We tested the robustness of our
method against data noise by randomly selecting different cycles
from the input motion. The results show that sporadic noise in the
motion has negligible effect as long as the input motion contains
sufficient clean data.
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